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When some covariates are expensive or difficult to measure, two-phase outcome depen-
dent sampling (ODS) is often employed. To make the argument more concrete, denote
the outcome, inexpensive-to-measure covariates, and expensive-to-measure covariates
by Y , X, and Z, respectively. In two-phase ODS, (Y,X) are taken from all individuals
in Phase 1, and then Z is taken from selected individuals in Phase 2.

In this article, the authors study the problem of estimating the parameter β in a
parametric model of the conditional density f(Y |X,Z;β) under two-phase ODS. The
conditional maximum likelihood (CML) method is popularly chosen, because it does
not need to model f(Z|X) unlike the full maximum likelihood method and it can handle
zero selection probabilities in Phase 2. However, CML leads to efficient loss due to
discarding the information on those who do not enter Phase 2.

To pursue efficiency gain over CML, the authors summarize the information on Phase
1 through a parametric model of the conditional density f(Y |X; θ). More specifically,
they investigate the maximum empirical likelihood (MEL) estimation of β, where the
information is explicitly incorporated as some zero expectation restriction implied by
this model, as well as the zero score restriction from CML.

Their analysis starts from the case with strictly positive selection probabilities in
Phase 2 for all individuals. Under the oracle scenario where the selection probabilities
are known, the MEL estimator for β is shown to attain efficiency gain over CML in the
sense that the asymptotic variance of the former is smaller than the one for the latter.
The analysis is further extended to the cases where positive selection probabilities are
parametrically modeled (and estimated) and zero selection probabilities are allowed.
Efficiency gain of MEL over CML in finite samples is confirmed via Monte Carlo simu-
lations, and a real data analysis from the National Health and Nutrition Examination
Survey is also conducted. Masayuki Hirukawa
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